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Objective. To identify demographic and clinical characteristics that classify patients with systemic lupus erythematosus
(SLE) at risk for in-hospital mortality.
Methods. Patients hospitalized in California from 1996 to 2000 with a principal diagnosis of SLE (N � 3,839) were
identified from a state hospitalization database. As candidate predictors of mortality, we used patient demographic
characteristics; the presence or absence of 40 different clinical conditions listed among the discharge diagnoses; and 2
summary indexes derived from the discharge diagnoses, the Charlson Index and the SLE Comorbidity Index. Predictors
of patients at increased risk of mortality were identified and validated using random forests, a statistical procedure that
is a generalization of single classification trees. Random forests use bootstrapped samples of patients and randomly
selected subsets of predictors to create individual classification trees, and this process is repeated to generate multiple
trees (a forest). Classification is then done by majority vote across all trees.
Results. Of the 3,839 patients, 109 died during hospitalization. Selecting from all available predictors, the random forests
had excellent predictive accuracy for classification of death. The mean classification error rate, averaged over 10 forests
of 500 trees each, was 11.9%. The most important predictors were the Charlson Index, respiratory failure, SLE Comor-
bidity Index, age, sepsis, nephritis, and thrombocytopenia.
Conclusion. Information on clinical diagnoses can be used to accurately predict mortality among hospitalized patients
with SLE. Random forests represent a useful technique to identify the most important predictors from a larger (often much
larger) number and to validate the classification.
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INTRODUCTION

Although the health outcomes of patients with systemic
lupus erythematosus (SLE) have improved over the past
several decades, SLE remains a potentially fatal disease
(1). The availability of accurate prognostic information
would allow better identification of patients at greatest risk
for poor outcomes, who might then be candidates for more
intensive monitoring.

Studies of prognosis in SLE have focused on identifying
risk factors, present either at the onset of SLE or develop-
ing during the course of illness, that predict mortality over
the subsequent 1–10 years (2–24). Although results vary
among studies, nephritis, thrombocytopenia, central ner-
vous system involvement, lung disease, and summary
measures of SLE activity and organ damage are the risk
factors that have most consistently been found to predict
mortality in patients with SLE. These studies are useful
because they inform us about the ways in which specific
manifestations of SLE influence health outcomes. How-
ever, to provide a prognosis for an individual patient, it is
important to identify subgroups of patients at high risk for
poor outcomes. Also, these studies rarely consider inter-
actions among clinical manifestations, yet patients always
present constellations of clinical features, which may in-
teract in different ways to influence prognosis. In addition,
these studies often report the risks of mortality in patients
with a particular clinical manifestation compared with
those without the manifestation. However, to estimate the
prognosis of an individual patient, the focus should be on
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the absolute risk associated with their particular clinical
manifestations, rather than the relative risk. Lastly, studies
of long-term mortality are less helpful in guiding treatment
decision making than studies of short-term prognosis.
Short-term outcomes would be more likely to be influ-
enced by timely intervention (18).

In this study, we used data from a population-based
hospitalization database to characterize patients at risk for
in-hospital mortality. We chose to focus on patients with
active SLE, defined as patients who had an urgent or
emergency hospitalization due to SLE, for whom informa-
tion on short-term prognosis would be most clinically
useful. To classify patients and identify predictors, we
used random forests, a new method that develops numer-
ous classification trees and uses these to test the accuracy
of prediction and identify the most important predictors
(25).

PATIENTS AND METHODS

Data source. Patients in this study were identified
through a search of data files compiled by the California
Office of Statewide Health Planning and Development
(OSHPD). All acute-care, nonfederal hospitals in Califor-
nia are mandated to provide this agency with information
on each patient discharge. The discharge abstracts include
information on patient demographic characteristics; the
principal diagnosis, defined as the condition chiefly re-
sponsible for the hospitalization (by International Classi-
fication of Diseases, Ninth Revision, Clinical Modification
[ICD-9-CM] code) (26); up to 24 additional diagnoses; ma-
jor procedures (up to 21, by ICD-9-CM codes); and dispo-
sition. The data files include �2.6 million discharge ab-
stracts annually. Unique patient identifiers were available,
which enabled tracking of patients over time.

For this study, we abstracted data on all acute-care hos-
pitalizations of patients with SLE (ICD-9-CM code 710.0)
age �18 years from 1996 to 2000. The target cohort con-
sisted of all patients with an unscheduled hospitalization
(urgent or emergency admission, based on the discharge
abstract, and not related to childbirth) for which the prin-
cipal diagnosis was SLE. Enrollment in the cohort oc-
curred at the first unscheduled hospitalization with a prin-
cipal diagnosis of SLE that occurred in 1996–2000. Of
21,021 patients with SLE who were hospitalized during
these years, 17,824 patients had at least 1 unscheduled
hospitalization, and 3,839 patients had at least 1 unsched-
uled hospitalization for which the principal diagnosis was
SLE. Interhospital transfers, which occurred in 108 pa-
tients (2.8%), were considered as a single hospitalization.

Before OSHPD data are released, the data are extensively
checked for reliability and validity, and data fields with
error rates �0.1% are returned to hospitals for correction
(27,28). Reabstraction studies that have compared OSHPD
data files with original medical records have found speci-
ficities for diagnoses of 0.98–1.00 and sensitivities for
diagnoses of 0.88–1.00 (29–31). To protect patient confi-
dentiality, the data are anonymous; therefore, validation of
specific diagnoses in this study could not be performed.

Study variables. Prognostic variables included patient
age, sex, race (white, African American, Asian, Native
American, other, or unknown), Hispanic ethnicity, medi-
cal insurance status (private, Medicare, public other than
Medicare, no insurance), the presence of specific manifes-
tations of SLE (thrombocytopenia, autoimmune hemolytic
anemia, pericarditis, pleuritis, nephritis, chronic renal
failure, seizures, and psychosis), and common comorbid
medical conditions, including those used in the Charlson
Comorbidity Index and those that are common reasons for
hospitalization among patients with SLE (32–34). These
conditions included acute myocardial infarction, unstable
angina, atrial fibrillation, congestive heart failure, chest
pain not otherwise specified, cerebrovascular accident,
hemiplegia, peripheral vascular disease, chronic obstruc-
tive pulmonary disease, respiratory failure, pulmonary
embolus, deep venous thrombosis, peptic ulcer disease,
gastritis, mild liver disease, severe liver disease, pancre-
atitis, renal transplantation, arteriovenous fistula compli-
cation, sepsis, pneumonia, urinary tract infection, celluli-
tis, osteomyelitis, acquired immunodeficiency syndrome,
diabetes, cancer, metatstatic cancer, dementia, dehydra-
tion, syncope, and hip fracture or pathologic fracture. All
clinical conditions used for prognosis were those recorded
as one of the possible 25 discharge diagnoses for this
hospitalization (by ICD-9-CM codes). We also examined
the Charlson Index, a weighted sum of 16 chronic medical
conditions, and the SLE Comorbidity Index, a weighted
sum of 14 conditions designed to measure comorbidity in
SLE, as prognostic factors (32,33).

Statistical analysis. Five demographic variables, 40 in-
dividual clinical manifestations, and 2 clinical indexes
were tested as independent variables in the classification
of patients as either dying or surviving during hospitaliza-
tion. We were interested in prediction without regard to
attribution or time of onset of the diagnosis, and the clin-
ical predictors could have occurred at any time during the
hospitalization.

We used random forests to identify and validate impor-
tant predictors of mortality and to identify subsets of pa-
tients at increased risk of death (25). A random forest is an
ensemble classifier that uses multiple classification trees
for prediction. A single classification tree is a hierarchical
classification procedure that uses recursive partitioning to
identify subgroups of patients that are increasingly homog-
enous with respect to the outcome of interest. For exam-
ple, the patient group is split into 2 subgroups based on the
characteristic that best segregates patients at high risk of
death from those at low risk of death, and this process is
repeated for each resultant subgroup until either all pa-
tients are classified or subgroups of sufficient homogeneity
are found. The procedure is nonparametric, not model
based, identifies those independent variables that best seg-
regate subgroups as important predictors, and identifies
interactions among independent variables. A single clas-
sification tree prediction is commonly validated using a
split-sample technique in which the tree is developed
using a portion of the patients and then tested using pa-
tients not included in the development of the tree.
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Random forests work by generating many classification
trees, often several hundred at a minimum. Each tree is
developed on a random sample of patients (a bootstrap
sample, with sampling done with replacement) and using
a randomly sampled subset of independent variables (sam-
pled without replacement) at each node in the tree. The
number of independent variables tested at each node is the
same for all nodes in all trees, and efficiency is optimized
if the number tested is approximately the square root of the
number of independent variables (with 47 independent
variables, we tested a random subset of 7 variables at each
node). The best split at a single node is determined by the
independent variable that best divides the patients in that
node into 2 subgroups, each with the most pure member-
ship possible. There are several methods available for
specifying node purity; we use the Gini index throughout.
This process is repeated at each subsequent node until the
tree is grown to the largest extent possible. The accuracy of
prediction is determined by how well each tree classifies
each patient who was omitted from the development of the
tree. The proportion of times that an individual test patient
was misclassified by each tree (i.e., the patient died in-
hospital but the tree predicted he or she would not have
died, or vice versa), averaged over all patients, is consid-
ered to be a relatively unbiased estimate of classification
error. This process obviates the need for a separate valida-
tion step.

The relative importance of the independent variables is
determined by first counting the number of test patients
correctly classified by each tree, then randomly changing
the value of one independent variable of the test patients
(e.g., for dichotomous variables, changing the result for
nephritis from present to absent, or absent to present,
randomly among the test patients; for continuous variables
such as age, randomly changing the true value to another
value present in the sample of patients), dropping the test
patients with the permuted independent variable values
down the tree, and subtracting the number of test patients
with the permuted independent variable value who were
correctly classified from the number of test patients who
were correctly classified when the true unaltered values of
the independent variable were used. This difference is
averaged over all trees and repeated for each independent
variable. A large difference in the number of patients cor-
rectly classified when the independent variable is inten-
tionally altered indicates that the independent variable is
important for correct classification, whereas a small differ-
ence indicates that the independent variable is less impor-
tant for correct classification. Relative importance pro-
vides a measure by which predictors can be ranked with
respect to each other, but is not a measure of relative risk
associated with the predictor, and cannot be applied to
risk estimation for individual patients. Random forests can
accommodate thousands of independent variables, main-
tain accuracy even when a large proportion of data are
missing (although we did not implement this missing data
feature in our analysis), have been demonstrated to be
among the most accurate statistical learning machines, and
are capable of generating useful scaling of importance
among predictors.

Results in this study were based on the average results of

10 forests of 500 trees each. Analyses were performed
using the Random Forest as given in the R library (avail-
able at http://cran.us.r-project.org). Random Forest was
originally developed by Breiman and Cutler (25).

RESULTS

Most of the 3,839 patients were young or middle-aged
women (Table 1). The most common SLE-related manifes-
tations were nephritis, thrombocytopenia, and psychosis,
and the most common comorbid conditions were diabetes
mellitus, urinary tract infection, pneumonia, chronic ob-
structive pulmonary disease, and congestive heart failure.
A total of 109 patients (2.8%) died during the hospitaliza-
tion.

In random forests developed using all the clinical and
demographic predictors, the most important variables for
predicting mortality were the Charlson Index, respiratory
failure, the SLE Comorbidity Index, age, sepsis, nephritis,
and thrombocytopenia (Table 2). The mean classification
error rate, averaged over 10 forests of 500 trees each (a total
of 5,000 trees), was 11.9%, demonstrating excellent pre-
dictive accuracy. A single classification tree demonstrating
the relationships among the most important variables is
shown in Figure 1.

Given that the Charlson Index and the SLE Comorbidity
Index measure similar aspects of clinical severity, we also
compared forests that selectively used either index. Pre-
dictive accuracy was significantly higher (and error rates
were lower) in forests using the SLE Comorbidity Index
than in forests using the Charlson Index (error rate 11.1%
versus 13.2%; P � 0.0001 using 1-way analysis of vari-
ance).

To determine the importance of individual clinical man-
ifestations, we repeated the analysis after excluding both
the Charlson Index and the SLE Comorbidity Index. The
most important predictors in these forests were respiratory
failure, age, sepsis, thrombocytopenia, renal disease (ei-
ther nephritis or chronic renal failure), congestive heart
failure, and cerebrovascular accident (Table 2). Patient
sex; ethnicity; insurance status; and other SLE manifesta-
tions, chronic comorbid conditions (e.g., diabetes melli-
tus), and acute complications (e.g., urinary tract infection
or pulmonary embolus) were relatively much less impor-
tant in correctly classifying patients. The mean classifica-
tion error rate for these forests was lower than the mean
classification error rate for those that included the Charl-
son Index and the SLE Comorbidity Index (10.4% versus
11.9%; P � 0.0001). A clustering algorithm, based on
multidimensional scaling included as part of the random
forests code, indicated that the patients who died did not
comprise a subset unique in any particular combination of
clinical or demographic features.

DISCUSSION

In this population-based study of hospitalized patients
with SLE, in-hospital mortality could be accurately pre-
dicted using information on demographic characteristics
and the presence or absence of common diagnoses. A
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Table 1. Patient characteristics at the index hospitalization*

Characteristic
All patients
(n � 3,839)

Patients who survived
(n � 3,730)

Patients who died
(n � 109)

Age, mean � SD years 41.8 � 15.6 41.7 � 15.6 44.6 � 17.0
Female sex 3,382 (88.1) 3,291 (88.2) 91 (83.5)
White 2,080 (54.2) 2,018 (54.1) 62 (56.9)
Black 843 (22.0) 823 (22.1) 20 (18.3)
Asian 486 (12.7) 474 (12.7) 12 (11.0)
Native American 20 (0.5) 20 (0.5) 0
Other ethnicity 370 (9.6) 355 (9.5) 15 (13.8)
Unknown ethnicity 40 (1.0) 40 (1.1) 0
Hispanic 1,028 (26.8) 998 (26.7) 30 (27.5)
Private insurance 1,627 (42.4) 1,581 (42.4) 46 (42.2)
Medicare 879 (22.9) 847 (22.7) 32 (29.4)
Public insurance 1,202 (31.3) 1,173 (31.4) 29 (26.6)
No insurance 131 (3.4) 129 (3.4) 2 (1.8)
Thrombocytopenia† 553 (14.4) 504 (13.5) 49 (45.0)
Hemolytic anemia 116 (3.0) 108 (2.9) 8 (7.3)
Pericarditis† 188 (4.9) 185 (4.9) 3 (2.8)
Pleuritis† 355 (9.2) 344 (9.2) 11 (10.1)
Nephritis‡ 1,358 (35.4) 1,284 (34.4) 74 (67.9)
Renal failure‡ 162 (4.2) 147 (3.9) 15 (13.8)
Seizures 306 (8.0) 283 (7.6) 23 (21.1)
Psychosis 383 (9.8) 365 (9.8) 18 (16.5)
Myocardial infarction‡ 61 (1.6) 55 (1.5) 6 (5.5)
Unstable angina 13 (0.3) 13 (0.3) 0
Atrial fibrillation 117 (3.0) 111 (3.0) 6 (5.5)
Congestive heart failure‡ 231 (6.0) 207 (5.5) 24 (22.0)
Nonspecific chest pain 42 (1.1) 42 (1.1) 0
Cerebrovascular accident‡ 147 (3.8) 127 (3.4) 20 (18.3)
Hemiplegia§ 10 (0.3) 9 (0.2) 1 (0.9)
Peripheral vascular disease‡ 25 (0.6) 20 (0.5) 5 (4.6)
Chronic obstructive pulmonary disease§ 286 (7.4) 278 (7.4) 8 (7.3)
Respiratory failure 94 (2.4) 52 (1.4) 42 (38.5)
Pulmonary embolus 23 (0.6) 20 (0.5) 3 (2.8)
Deep venous thrombosis 87 (2.3) 80 (2.1) 7 (6.4)
Peptic ulcer disease§ 59 (1.5) 52 (1.4) 7 (6.4)
Gastritis 51 (1.3) 50 (1.3) 1 (0.9)
Mild liver disease§ 45 (1.2) 38 (1.0) 7 (6.4)
Severe liver disease‡ 18 (0.5) 15 (0.4) 3 (2.8)
Pancreatitis 51 (1.3) 45 (1.2) 6 (5.5)
Renal transplantation 39 (1.0) 39 (1.0) 0
AV fistula complications 73 (1.9) 71 (1.9) 2 (1.8)
Sepsis 93 (2.4) 65 (1.7) 28 (25.7)
Pneumonia 262 (6.8) 239 (6.4) 23 (21.1)
Urinary tract infection 430 (11.2) 412 (11.0) 18 (16.5)
Cellulitis 92 (2.4) 90 (2.4) 2 (1.8)
Osteomyelitis 8 (0.2) 8 (0.2) 0
AIDS‡ 3 (0.1) 3 (0.08) 0
Diabetes mellitus‡ 312 (8.1) 291 (7.8) 21 (19.3)
Cancer‡ 27 (0.7) 27 (0.7) 0
Metastatic cancer‡ 1 (0.03) 1 (0.03) 0
Dementia§ 15 (0.4) 15 (0.4) 0
Dehydration 335 (8.7) 323 (8.6) 12 (11.0)
Syncope 18 (0.5) 17 (0.4) 1 (0.9)
Hip/pathologic fracture 25 (0.6) 19 (0.5) 6 (5.5)
Charlson Index

0 1,783 (46.4) 1,774 (47.6) 9 (8.3)
1 487 (12.7) 472 (12.6) 15 (13.8)
2 1,183 (30.8) 1,154 (30.9) 29 (26.6)
3 301 (7.8) 259 (6.9) 42 (38.5)
�4 85 (2.3) 71 (1.9) 14 (12.8)

SLE Comorbidty Index
0 1,551 (40.4) 1,543 (41.4) 8 (7.3)
2 1,103 (28.7) 1,079 (28.9) 24 (22.0)
3 82 (2.1) 82 (2.2) 0
4 528 (13.8) 512 (13.7) 16 (14.7)
�5 575 (15.0) 514 (13.8) 61 (56.0)

* All values are the number (percentage) unless otherwise indicated. AV � arteriovenous; AIDS � acquired immunodeficiency syndrome; SLE �
systemic lupus erythematosus. Scores of 1 are not possible for the SLE Comorbidity Index.
† Included in the SLE Comorbidity Index.
‡ Included in the Charlson Index and the SLE Comorbidity Index.
§ Included in the Charlson Index.
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classification error rate of 10.4% was achieved using in-
formation that is collected routinely in clinical evalua-
tions. Among the most important individual clinical man-
ifestations that identified patients at increased risk of
mortality were respiratory failure and sepsis, conditions
known to be associated with a poor prognosis. Finding
these conditions to be important predictors provides evi-
dence of this approach’s construct validity to classifica-
tion. Additional important predictors of mortality were
age, thrombocytopenia, nephritis or chronic renal failure,
congestive heart failure, and cerebrovascular accidents.

Nephritis and thrombocytopenia have been noted as
important predictors of survival in patients with SLE in

many previous studies (2,3,5,7–9,11,13,14,16–18,22–24).
In this study, these manifestations marked subsets of pa-
tients at increased risk for mortality. The association of
thrombocytopenia or nephritis with mortality during the
index hospitalization may be due to the effects of acute
worsening of thrombocytopenia or nephritis at the time of
the index hospitalization. Because laboratory results were
not available in the data set, we could not examine this
possibility. Similar effects may explain the association of
congestive heart failure and cerebrovascular accidents
with mortality, with acute exacerbations or acute events
having greater importance in the risk of in-hospital mor-
tality than a history of these conditions or a history of
stable and compensated heart failure. The association of
older age with the risk of mortality likely reflects the
important contribution of age to the background risk of
mortality.

Indexes summarize the information of several other vari-
ables, and might be expected to have better predictive
ability than individual manifestations. When either the
Charlson Index or the SLE Comorbidity Index was in-
cluded as a potential classification variable, these indexes
were by far the most important variables in identifying
subsets of patients at high risk of mortality. However,
classification error rates were somewhat higher when
these indexes were included than when only individual
manifestations were used as potential predictors. These
results suggest that these indexes would be the preferred
variables to use if only a single variable was to be chosen
to classify risk of mortality, but that accuracy could be
improved slightly using data on individual manifestations.
When only 1 of these indexes was used, prediction was
more accurate with the SLE Comorbidity Index than with
the Charlson Index, possibly because the SLE Comorbidity
Index captured risks specifically associated with manifes-
tations of SLE better than the Charlson Index. These find-

Table 2. Relative importance of predictors of mortality
during the index hospitalization*

Predictor
Forests including

all predictors

Forests excluding
the Charlson

Index and SLE
Comorbidity

Index

Charlson Index 12.4 —
Respiratory failure 12.3 13.5
SLE Comorbidity

Index
11.9 —

Age 8.5 9.3
Sepsis 5.7 6.5
Nephritis 3.8 4.9
Thrombocytopenia 3.8 6.2
Congestive heart

failure
3.0 5.0

Nephritis or chronic
renal failure

— 5.5

Cerebrovascular
accident

2.1 3.9

* All other clinical and demographic predictors had relative impor-
tance values �3.0. SLE � systemic lupus erythematosus.

Figure 1. Single classification tree for the outcome
of death during the index hospitalization, devel-
oped using all predictors. The variable at the top of
the tree, the Systemic Lupus Erythematosus (SLE)
Comorbidity Index, was selected by the program as
the variable that resulted in the best separation of
mortality risks between subgroups, with patients
having an SLE Comorbidity Index score �3.5 hav-
ing an estimated 1.2% risk of mortality and those
with an SLE Comorbidity Index score �3.5 having
a 7.0% mortality risk. These subgroups were then
repeatedly split, based on the presence or absence
of other clinical features, to achieve the final
groups that were most homogenous in their mor-
tality risks. This example uses a single matched
draw balanced for the number of patients dead and
alive. Mortality risks were those obtained when
this tree was applied to the entire cohort.
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ings support the use of the SLE Comorbidity Index when a
single measure was to be used.

Our results are based on discharge diagnosis codes,
which may not have been correct or complete for all pa-
tients. Undercoding is more common than overcoding in
administrative databases, particularly for generally less
urgent conditions such as hypertension or dementia
(31,35,36). However, previous studies of these data have
reported sensitivities �0.88 for diagnoses of cancer and
chronic renal, liver, lung, and heart disease and specifici-
ties approaching 1.00 (31). Studies of other administrative
databases have found the coding of idiopathic thrombocy-
topenic purpura to be highly accurate, and have found
excellent agreement between Charlson scores derived from
medical records and claims data (35–37).

The strengths of this study are the large population-
based sample, the availability of information on multiple
diagnoses, and the ability to identify rehospitalizations of
individual patients, which allowed tracking of patients
and their outcomes even in instances of interhospital
transfers. This study also demonstrates the application of
random forests as a useful tool to identify important clas-
sification variables using a procedure that provides cross-
validated results and direct tests of predictive accuracy.
The extensive cross-validation assures that the most im-
portant independent variables are identified. Random for-
ests also provide protection from over-fitting the data,
which can produce unreliable results. These properties
help ensure that classification trees developed using the
results of random forest analysis are true representations
of the associations present in the sample of patients exam-
ined.

However, the study also has some limitations. Patients
were identified by a physician diagnosis of SLE, and we
could not confirm that all patients met the current classi-
fication criteria for SLE. However, for all patients, SLE was
the principal diagnosis of the hospitalization, increasing
our confidence that the diagnosis was likely correct for
most patients. Because we limited the cohort to patients
with a principal diagnosis of SLE, the predictors are spe-
cific to similar patients. Predictors may be different for
patients hospitalized for reasons other than treatment of
SLE. In addition, we did not have detailed clinical infor-
mation on the degree of organ dysfunction, physiologic
measures, or laboratory results, which could have influ-
enced the predictors we identified. More accurate classifi-
cation might have been possible using measures such as
these, although the addition of clinical information has not
been found to uniformly increase the accuracy of mortality
prediction (38–42). In this study, classification of mortal-
ity was highly accurate even when the predictors were
limited to only the presence or absence of a particular
clinical manifestation. By using the outcome of in-hospital
mortality, we missed deaths that occurred in the immedi-
ate postdischarge period but that might have been related
to the hospitalization. However, we included data on mor-
tality after interhospital transfers, which accounted for
11% of deaths observed and was likely the setting with the
highest risk of death. In addition, the predictors identified
here may not apply to mortality over a longer period.

Mortality risks in patients with SLE can be accurately

predicted using clinical information from the hospitaliza-
tion. Examination of detailed clinical information, includ-
ing changes in laboratory measures, may provide impor-
tant additional markers of mortality risks. Random forests
provide a robust method to assess the accuracy and impor-
tance of these measures, and may be widely applicable to
this and other classification problems.
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